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Agenda

1. Some notes on the Laplace Equation

2. Finite Elements

3. From a pde to a Matrix

Tomorrow

• Numerical complexity of finite element simulations

• Solving linear systems

• Multigrid as tool for complexity-reduction
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Laplace equation

• Let ⌦ ⇢ Rd be a d-dimensional domain (usually d = 2 or d = 3) and � = @⌦ the boundary of ⌦.

• Let f be the right hand side

f : ⌦̄ ! R

• Find the solution u
u : ⌦̄ ! R

such that
��u = f in ⌦ and u = 0 on �

• With the Laplace-Operator

�� := �

dX

i=1

@2

@2xi

Applications

• Heat di↵usion, mechanics of a thin membrane (soap bubbles). One essential part in many
important di↵erential equations like Navier-Stokes

• The Laplace equation is the prototypical elliptic pde
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Laplace equation Existence of solutions?

Regularity

• Considering “common functions”, Laplace is an operator

�� : C2(⌦) ! C(⌦)

such that the proper regularity of the problem is

f 2 C(⌦), u 2 C2(⌦) \ C(⌦̄)

• However: usually there exists no such classical solution, e.g.

��u = 1 in ⌦ = (0, 1)2, u = 0 on @⌦

does not have a classical solution u 2 C2(⌦) \ C(⌦̄).

PDE’s are made by God, the boundary conditions by the Devil, Alan Turing

It is indeed the boundary that makes the di↵erence. For ode boundary value problems, the boundary
constraint is finite dimensional. Also, the kernel of the di↵erential operator is finite dimensional. For pde’s
everything is usually infinite dimensional (e.g. all harmonic functions satisfy ��� = 0).
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Laplace equation Towards a weaker solution

1. Assume that u : C2(⌦) \ C(⌦̄) satisfies the Laplace problem

��u = f in ⌦ and u = 0 on @⌦.

2. Multiply the equations with a test-function �

� 2 V0 := { 2 C1(⌦) \ C(⌦̄) : u = 0 on @⌦} ) ��u · � = f · �

3. Integrate over ⌦

) �

Z

⌦
�u� dx =

Z

⌦
f� dx.

4. Apply integration by parts

�

Z

⌦
�u� dx =

dX

i=1

Z

⌦
�@iiu� dx =

dX

i=1

Z

⌦
@iu@i� dx�

dX

i=1

Z

@⌦
~ni@iu ·�|{z}

=0

dx =

Z

⌦
f� dx.

this is

)

Z

⌦
ru ·r� dx =

Z

⌦
f� dx 8� 2 V0

Model problem: Laplace - 5/32



Laplace equation Towards a weaker solution

Notation

Introduce L2-scalar product and L2-norm

(u, v)⌦ = (u, v) =

Z

⌦
uv dx, kuk⌦ = kuk = (u, u)

1
2 =

Z

⌦
|u|2 dx

We get
��u = f in ⌦ and u = 0 on @⌦ ) (ru,r�) = (f,�) 8� 2 V0

“Weaker solution” define u 2 V0 as solution to

u 2 C1(⌦) \ C0(⌦̄) : (ru,r�) = (f,�) 8� 2 V0

(weaker, as u only requires C1-regularity, no 2nd derivatives)

• Is the “weaker solution” also a classical solution?

(ru,r�) = (f,�) 8� 2 V0
?
) ��u = f, u 2 C2(⌦) \ C0(⌦̄).

Only, if u 2 C2(⌦)!

• Does such a “weaker solution” exist? Usually no, the problem ��u = 1 on the square with u = 0 on
the boundary still does not have such a solution with C1(⌦)-regularity.
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Laplace equation Minimization problem

Lemma 1 Every “weaker solution”

u 2 V0 : (ru,r�) = (f,�) 8� 2 V0

is unique solution to the minimization problem

u 2 V0 : E(u)  E(v) :=
1

2
krvk2 � (f, v), k�k =

Z

⌦
|�|2 dx.

Lemma 2 Let ⌦ be a domain with a boundary that is locally given as graph of a Lipschitz continuous
function. Let f 2 L2(⌦). Then there exists a unique solution

u 2 H1
0 (⌦)

to the minimization problem. Where H1
0 (⌦) is the Sobolev space of L2-functions with weak derivative in L2.

Model problem: Laplace - 7/32
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Sketch of the proof

... extra slide
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What is H1
0 (⌦)

1. The completion of V0 with respect to kr · kL2(⌦).

H1
0 (⌦) := {� 2 L2(⌦) : 9 Cauchy sequence �n 2 V0 with kr(�� �n)k ! 0.}

2. The space of L2-functions with first weak derivative in L2 and trace zero:

H1
0 (⌦) = {� 2 L2(⌦) : � = 0 on ⌦, 9wi 2 L2(⌦) : �(�, @i ) = (wi, ) 8 2 C1

0 (⌦)}.

H1
0 (⌦) functions are

• Continuous in 1d
H1

0 ([0, T ]) ⇢ C([0, T ])

• Not necessarily continuous in 2d, 3d. Example

un(x, y) = log

 
log

 
1p

x2 + y2 + 1
n

!
+ 1

!
on B1(0), un 2 C1(B1(0)) but lim

n!1
un(0, 0) = 1.

H1
0 (⌦) is a

• A Hilbert space (complete with scalar product)

• It is called a Sobolev space
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What is H1
0 (⌦) Weak solution b= variational solution

Weak solution

Let f 2 L2(⌦). Find
u 2 H1

0 (⌦) : (ru,r�) = (f,�) 8� 2 H1
0 (⌦)

Lemma 3 If a weak solution u 2 H1
0 (⌦) has the additional regularity

u 2 C2(⌦) \ C(⌦̄)

then, u is a classical solution (also called strong solution).
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Agenda

1. Some notes on the Laplace Equation

2. Finite Elements

3. From a pde to a Matrix



Galerkin Methods

• The weak solution is defined as

u 2 V := H1
0 (⌦) (ru,r�) = (f,�) 8� 2 V.

• This problem has infinite dimension as the space H1
0 (⌦) does not have a finite basis

Galerkin method

• Choose a finite dimensional subspace Vh ⇢ V and restrict the problem

uh 2 Vh (ruh,r�h) = (f,�h) 8�h 2 Vh.

• This problem has finite dimension and now fits to the computer

Finite elements are

• A special choice of a function space Vh with a basis

Vh = h�1h, . . . ,�
N
h i

such that very few basis functions overlap

supp(�ih) \ supp(�jh) 6= 0 only for few i 6= j
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Galerkin Methods Galerkin Orthogonality

• We call a Galerkin approach (H1-)conforming if

Vh ⇢ V = H1
0 (⌦)

• Then it holds
(ru,r�h) = (f,�h)

(ruh,r�h) = (f,�h)
) (r(u� uh),r�h) = 0 8�h 2 Vh

The approximation error u�uh is othorgonal on the discrete function space Vh in theH1-scalar product

(ru,rv) =

Z

⌦
ru ·r� dx.

Lemma 4 (Best approximation) For the finite element error u� uh it holds

kr(u� uh)k  min
vh2Vh

kr(u� vh)k.

• The problem of solving a partial di↵erential equation is reduced to finding a good function space Vh

suitable for approximating the solution u

• The Galerkin method will automatically find the “best solution” in Vh

- 13/32
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Finite Elements Example: linear finite elements on uniform triangles

h

h

• Triangulation of the square ⌦ = (0, 1)2 into uniform triangles

• On every triangle define a piece-wise linear function

�T
h := �h

��
T
2 span{1, x, y}

• If T really is a triangle (not 3 points xT1 , x
T
2 , x

T
3 in a line) we can

uniquely interpolate three value

�T
h (xi) = yi i = 1, 2, 3

• On each edge e 2 @T \ @S between two triangles, two functions
interpolating the same values coincide

�T
h = �S

h on e = @T \ @S.

• Therefore: a global function �h 2 Vh with �h|T 2 P 1(T ) is conti-
nuous. This is enough to show

�h 2 H1
0 (⌦)
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Finite Elements Linear finite element basis functions

We define the basis function �i
h(x) with the following rule:

• �i
h is linear on each triangle

• It holds �i
h(xi) = 1 and �i

h(xj) = 0 in all other grid points

• Called the linear nodal basis or linear Lagrange basis

• The basis functions have the property �i
h(xj) = �ij

• The support of each function is very small

supp(�i
h) =

[

xi2T̄ , T2⌦h

T

... On extra slide: linear finite elements on a uniform mesh
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Finite Elements Generalization

• Finite elements of degree r

�h

���
T
2 P r(T )

Combined to global continuous functions on the complete domain

• Finite elements on quadralaterials (bi-linear functions)

�h

���
T
2 Q1 = span{1, x, y, xy}, �h

���
T
2 Qr = span{xiyj , 0  i, j  r}

• Everything in 3d...

P1/Q1 P3/Q3P2/Q2
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Error analysis Interpolation

Lemma 5 Let ⌦h be a finite element mesh of ⌦ with mesh size h. Let V (r)
h be a finite element space of local

degree r. Let u 2 Cr+1(⌦). For the finite element interpolation

Ihu 2 V (r)
h , Ihu(xi) = u(xi) 8xi 2 ⌦h

it holds
ku� Ihuk  chr+1

kr
r+1uk

kr(u� Ihu)k  chrkrr+1uk

ku� IhukL1(⌦)  chr+1
kr

r+1ukL1(⌦)

• These are interpolation estimates.

• They only deal with the approximation quality of a discrete function space V (r)
h ⇢ V

• They do not say anything about a partial di↵erential equation

- 18/32
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Error analysis A priori error analysis

Lemma 6 Let ⌦h be a finite element mesh of ⌦ with mesh size h. Let V (r)
h be a finite element space of local

degree r. Let u 2 Cr+1(⌦) be the solution to the Laplace equation For the finite element solution

uh 2 Vh (ruh,r�h) = (f,�h) 8�h 2 Vh

it holds
ku� uhk  chr+1

kr
r+1uk

kr(u� uh)k  chrkrr+1uk

and
ku� IhukL1(⌦)  ch2 log(h)kr2ukL1(⌦)

for linear finite elements.

- 19/32
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1. Some notes on the Laplace Equation

2. Finite Elements

3. From a pde to a Matrix



Summary

• We start with the variational formulation

u 2 V = H1
0 (⌦) (ru,r�) = (f,�) 8� 2 V

• We construct a mesh ⌦h of ⌦ and a finite element space

Vh ⇢ V

• The finite element solution is given as

uh 2 Vh ⇢ V (ruh,r�h) = (f,�h) 8�h 2 Vh

• The finite element space has a finite basis

Vh = span{�1
h, . . . ,�

N
h }, dim(Vh) = N.

unkl Fenn : pnikl
MYER



Finite Elements Linear system of equations

• We write the unknown solution as

uh(x) =
NX

j=1

uj�
j
h(x), u1, . . . , uN 2 R

• As the scalar product is linear it holds

(ruh,r�h) =
NX

j=1

(r�j
h,r�h)uj

and thus

(ruh,r�h) = (f,�h) 8�h 2 Vh ,

NX

j=1

(r�j
h,r�i

h)uj = (f,�i
h) 8i = 1, . . . , N.

• This is equivalent to
Au = b

with the matrix A and right hand side vector b given as

A 2 RN⇥N , b 2 RN , Aij = (r�j
h,r�i

h), bi = (f,�i
h).

- 22/32
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Finite element matrix Linear finite elements

The finite element matrix

• is symmetric
Aij = (r�j

h,r�i
h) = (r�i

h,r�j
h) = Aji

• is positive definite

hAu, ui =
X

ij

Aijujui =
X

ij

(r�j
h,r�i

h)ujui =
X

ij

(ujr�j
h, uir�i

h) = (ru,ru) = kruk2 > 0

• is sparse

Aij = (r�j
h,r�i

h) =

Z

⌦
r�j

h ·r�i
h dx = 0 if supp(�j

h) \ supp(�i
h) = ;

Which means
Aij 6= 0 only possible, if 9T 2 ⌦h : xi, xj 2 T̄

• We call the non-zero indices the sparsity pattern

S(A) = {(i, j) 2 {1, . . . , N}
2 : Aij 6= 0}

It holds #S(A) = O (N)
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Finite element matrix How does it look like?

• All finite element matrices for the Laplace problem have these properties

• The specific form (sparsity pattern and value of entries) depends on

– The mesh and the mesh size h

– The finite element degree r

– The dimension of the problem

– The numbering of the unknowns (called degrees of freedom, dof’s) in the mesh

x1

x3 x4

x2

• A possible way to number the unknowns

• Here we have 4 inner points and 12 boundary points where
we know that the solution is always zero

- 24/32
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Finite element matrix Sorting of the unknowns

Lexicographic sorting

• We only store inner points not the one on the boundary. Here it holds u = 0

• First x-index, then y, then z (in 3d)

• On a uniform mesh of the square or cube ⌦ = (0, 1)d with mesh size h = 1/M and M � 1 inner nodes
in every direction, i.e. N = (M � 1)d overall nodes this gives

xi = (xk, xl) i = (M � 1)l + k, xi = (xk, xl, xm) i = (M � 1)2m+ (M � 1)l + k

Model matrix linear finite elements on a uniform triangular mesh

A =

0

BBBBBBB@

B �I 0 · · · 0

�I B �I
. . .

...

0
. . .

. . .
. . . 0

...
. . . �I B �I

0 · · · 0 �I B

1

CCCCCCCA

, B =

0

BBBBBBB@

4 �1 0 · · · 0

�1 4 �1
. . .

...

0
. . .

. . .
. . . 0

...
. . . �1 4 �1

0 · · · 0 �1 4

1

CCCCCCCA

.

... derivation on extra slide
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Finite element matrix Stencil notation

• The matrix looks the same in every inner point of the mesh

• In 2d: we always have 4 on the diagonal and o↵-diagonal couplings to each side where the entry is �1

• We introduce the stencil-notation

S2d =

2

4
�1

�1 4 �1
�1

3

5 , S3d =

�1

h

2

66666

�1 . .
.

�1 6 �1

. .
.

�1

777775

�1

• On a uniform mesh (mesh size exactly h in every direction) the stencil notation does not depend on
the numbering of unknowns
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Finite element matrix Properties of the model matrix

A =

0

BBBBBBB@

B �I 0 · · · 0

�I B �I
. . .

...

0
. . .

. . .
. . . 0

...
. . . �I B �I

0 · · · 0 �I B

1

CCCCCCCA

, B =

0

BBBBBBB@

4 �1 0 · · · 0

�1 4 �1
. . .

...

0
. . .

. . .
. . . 0

...
. . . �1 4 �1

0 · · · 0 �1 4

1

CCCCCCCA

.

• Symmetric, positive definite (regular) as all finite element matrices

• It is very sparse. Only 5 entries (in 2d) and 7 entries (in 3d) in a row

Ai,i 6= 0, Ai,i±1 6= 0, Ai,i±(M�1) 6= 0 and in 3d Ai,i±(M�1)2 6= 0

• It is (this depends on the sorting of the dof’s) a band-matrix such that

Aij = 0 |i� j| > N
1
2 in 2d and Aij = 0 |i� j| > N

2
3 in 3d
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Finite element matrix The right hand side

• The right hand side vector b 2 RN is defined as

bi = (f,�i
h) =

Z

⌦
f�i

h dx

• Since f is an arbitrary function we integrate f numerically

• One example (suitable for linear finite elements) is the trapecoidal rule

bi =
X

T2⌦h

3X

j=1

|T |

3
f(xTj ) · �

i
h(x

T
j ) where �i

h(x
T
j ) 6= 0 only, if xTj = xi

• On uniform meshes it holds
bi = hdf(xi) in 2d and 3d
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Finite element matrix Solving the linear system

• The finite element problem is equivalent to solving a linear system of equations

Ax = b

• The linear system Ax = b can be easily solved by Gaussian elimination in

O
�
N ·B2

�

operations (B is the band-width)

• This is
O2d = O

�
N2

�
, O3d = O

⇣
N2+ 1

3

⌘

- 29/32
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Finite element matrix Example 1

• We simulate the mechanical behavior of a tabletop of dimension 2m⇥ 1m⇥ 2cm. The finite element
mesh consists of small boxes of size

h = 1cm

Hence, we need

N =
200cm

1cm
·
100cm

1cm
·
2cm

1cm
= 40 000

The e↵ort for solving the problem is

O3d = 40 0002+
1
3 ⇡ 1010 Operations

On a modern computer this takes a few seconds.

• If we approximate the thin plate with a 2d-model the number of unknowns reduces to

N =
200cm

1cm
·
100cm

1cm
= 20 000

and the e↵ort is reduced to
O2d = 20 0002 ⇡ 108 Operations.

This problem can be solved in less than a second

- 30/32
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Finite element matrix Example 2

• Compute the flow around an aircraft of length L = 100m. The vortices are very small < 1mm. We
need a mesh size

h ⌧ 1mm = 1/1000m

To compute on a domain of 500m⇥ 100m⇥ 100m we need

N =
500

1/1000
·

100

1/1000
·

100

1/1000
> 1015 unknowns

and therefore
O3d > 1035 Operations

Which - on a non-existing - exaflop-Computer (1018 Operations per second) - takes

1012 years
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thanks!
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